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Abstract

In this paper we introduce algebras over fields F of char(F ) 6= 2. We ex-

plore composition algebras via the classifications given in Hurwitz’ theorem

and the Cayley-Dickson doubling. We then consider central simple algebras

and their relationship with matrix algebras over division algebras, given by

Wedderburn’s theorem. In the final chapter we introduce space time block cod-

ing, an application of algebras to digital data transmission.
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Chapter 1

Introduction

An algebraA over a fieldF is amathematical structure determined by assigning

an F -bilinear product to an F -vector space. In this paper, we will only consider

fields of char(F ) 6= 2. We begin by defining the general notion of an algebra and

describe classifications given by properties of their corresponding product. We

end our first chapter with an introduction to field extensions and some relevant

results.

With key ideas in place, we move on to describe the class of composition al-

gebras. We do so by equipping our algebrawith amultiplicative quadratic form

n. The chapter consists of an exploration of said algebras (most notably quater-

nion algebras, octonion algebras, matrix algebras and Zorn’s vector-matrices)

followed by a full classification via Hurwitz’ theorem. It ends with a descrip-

tion of the Cayley-Dickson doubling process, which generates a sequence of

2m-dimensional F -algebras from some initial field F and natural numbersm.

We then move on to another class of algebras: central simple algebras. We

give a short exploration of said algebras and related machinery, followed by a

statement ofWedderburn’s theorem. We concludewith a description of the ten-
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CHAPTER 1. INTRODUCTION 3

sor product of algebras and apply this to prove that the dimension of a central

simple algebra is square.

Our final chapter provides an explanation of space time block coding, a tech-

nique used in digital data transmission. We formally apply the ideas we have

covered up to here to construct codes from division algebras. We give a worked

example of said construction using a general quaternion algebra and its left reg-

ular representation.

To conclude our paper, we give a few short paragraphs describing related

content that strayed from the narrative. For each topic, we give some recom-

mendations for texts that nicely cover the structures involved.



Chapter 2

General algebras

2.1 Basic definition

Definition 2.1.1 (F -algebra). Let F be a field. An algebra A over F is an F -

vector space equipped with an F -bilinear product ∗ : A×A→ A, which means

(ax+ by) ∗ z = ax ∗ z + by ∗ z

x ∗ (by + cz) = bx ∗ y + cx ∗ z

for all x, y, z ∈ A and scalars a, b, c ∈ F . When the use of ∗ is clear from the

context, we can denote it via juxtaposition, x ∗ y = xy.

This is the most general definition for an algebra. In this this chapter, we

will define some specific properties that we will require our algebras to satisfy,

which will leave us with algebraic structures that are easier to work with.

Example 2.1.2. F 3 together with the cross product × is an F -algebra. Let i, j,k

be basis vectors for F 3, then
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CHAPTER 2. GENERAL ALGEBRAS 5

× i j k

i 0 k −j

j −k 0 i

k j −i 0

It is clear from the table that × is anti-commutative, which means ∀a,b ∈ F 3,

a×b = −b×a. We can express× explicitly by writing a = a1i+a2j+a3k and

b = b1i + b2j + b3k where ai, bi ∈ F . Then

a× b = (a1i + a2j + a3k)× (b1i + b2j + b3k)

= a1b1(i× i) + a1b2(i× j) + a1b3(i× k)

+ a2b1(j× i) + a2b2(j× j) + a2b3(j× k)

+ a3b1(k× i) + a3b2(k× j) + a3b3(k× k)

= a1b2k + a1b3(−j) + a2b1(−k) + a2b3i + a3b1j + a3b2(−i)

= (a2b3 − a3b2)i + (a3b1 − a1b3)j + (a1b2 − a2b1)k

where we used a × a = −a × a = 0, which follows from anti-commutativity.
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Now we can show that × is F -bilinear. For a,b, c ∈ F 3 and α, β, γ ∈ F ,

(αa + βb)× γc = (α(a1i + a2j + a3k) + β(b1i + b2j + b3k))× γ(c1i + c2j + c3k)

= αγ(a1(c1i× i + c2i× j + c3i× k)

+ a2(c1j× i + c2j× j + c3j× k)

+ a3(c1k× i + c2k× j + c3k× k))

+ βγ(b1(c1i× i + c2i× j + c3i× k)

+ b2(c1j× i + c2j× j + c3j× k)

+ b3(c1k× i + c2k× j + c3k× k))

= αγ(a1(c2k− c3j) + a2(−c1k + c3i) + a3(c1j− c2i))

+ βγ(b1(c2k− c3j) + b2(−c1k + c3i) + b3(c1j− c2i))

= αγ((a2c3 − a3c2)i + (a3c1 − a1c3)j + (a1c2 − a2c1)k)

+ βγ((b2c3 − b3c2)i + (b3c1 − b1c3)j + (b1c2 − b2c1)k)

= αγ(a× c) + βγ(b× c)

Here we have shown linearity in the first argument. The process for the

second argument, showing αa × (βb + γc) = αβ(a × b) + αγ(a + c), is much

of the same. A useful simplifying property of this algebra is that its elements

satisfy the Jacobi identity

a× (b× c) + b× (c× a) + c× (a× b) = 0 ∀a,b, c ∈ F 3.

Euclidean space R3 is a familiar case from linear algebra, with F = R.

Definition 2.1.3 (Unital algebra). An algebra is unital if it has a multiplicative

identity, or "unit", 1A ∈ A such that 1A ∗ x = x ∗ 1A,∀x ∈ A.



CHAPTER 2. GENERAL ALGEBRAS 7

We can show that this element is unique: let 1a and 1b be units in A, then

1a ∗ 1b = 1b = 1b ∗ 1a = 1a.

Remark. Euclidean space in (2.1.2) is a non-unital algebra.

Definition 2.1.4 (Dimension). The dimension of an F -algebra A, dimF (A), is

the dimension of A as an F -vector space. If dimF (A) is finite, A is called finite-

dimensional.

In this paper we will only discuss finite-dimensional algebras.

Definition 2.1.5 (Division algebra). A finite dimensional, unital F -algebra is a

division algebra if it has no (non-trivial) zero divisors. That means

xy = 0⇒ x = 0 or y = 0, ∀x, y ∈ A.

We will cover division algebras in more detail with some specific examples

in the next chapter.

Definition 2.1.6 (Associator). For x, y, z ∈ A, the associator is

[x, y, z] = (xy)z − x(yz).

Definition 2.1.7 (Nucleus). The nucleus of A is

N (A) = {x ∈ A | [x,A,A] = [A, x,A] = [A,A, x] = 0}.

Definition 2.1.8 (Associative algebra). An F -algebra A is called associative if

[x, y, z] = 0 ∀x, y, z ∈ A.

Remark. Note that A is an associative algebra if it is exactly equal to its nu-

cleus, A = N (A). For any F -algebra A, the nucleus N (A) is an associative

F -subalgebra (see [5] page 7).
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Definition 2.1.9 (Inverse). For a unital associative algebra A, the inverse of a

non-zero element x ∈ A is an element x−1 ∈ A such that x∗x−1 = x−1 ∗x = 1A.

Lemma 2.1.10. For a unital associative algebra A, each inverse is unique.

Proof. Let x−1
a and x−1

b be inverses for x ∈ A×, such that x−1
a ∗x = x∗x−1

a = 1A

and x−1
b ∗x = x∗x−1

b = 1A. Then x−1
a ∗x = 1A ⇒ x−1

a ∗x∗x−1
b = x−1

b ⇒ x−1
a =

x−1
b .

Remark. The set of invertible elements in an associative algebra A is denoted

A×. For an associative division algebra, this is the set of non-zero elements.

Definition 2.1.11 (Involution). An involution on an algebra A is a map

σ : A→ A such that

σ(x+ y) = σ(x) + σ(y),

σ(xy) = σ(y)σ(x),

σ2 = id,

for all x, y ∈ A, where id : A→ A : x 7→ x, ∀x ∈ A is the identity map.

Definition 2.1.12 (Commutator). For elements x, y ∈ A of an F -algebra A, the

commutator is

[x, y] = xy − yx.

Definition 2.1.13 (Centre). The centre of an F -algebra A is

Z(A) = {x ∈ A | [x, y] = 0 and x ∈ N (A), ∀y ∈ A}.

Definition 2.1.14 (Commutative algebra). An F -algebra A is called commuta-

tive if [x, y] = 0 ∀x, y ∈ A.
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Remark. For any F -algebra A, the centre Z(A) is a commutative F -subalgebra

(see [5] page 5). If A is associative, then it is also commutative iff it is exactly

equal to its center, A = Z(A).

Definition 2.1.15 (Homomorphism). For F -algebrasA andB, an (algebra) ho-

momorphism µ : A→ B is a map that satisfies, ∀x, y ∈ A,α ∈ F ,

µ(x+ y) = µ(x) + µ(y),

µ(αx) = αµ(x),

µ(xy) = µ(x)µ(y).

Remark. The first two requirements mean µ is an F -linear map. The last implies

it is a ring-homomorphism.

A bijective homomorphism is an isomorphism. A homomorphism µ : A→

A is an endomorphism. Wedenote the ring of endomorphisms onA byEndF (A).

An endomorphism that is also an isomorphism is called an automorphism.

We denote the group of automorphisms on A by Aut(A). If an isomorphism

µ : A→ B exists, we say A and B are isomorphic, written A ∼= B.

Example 2.1.16. For fixed non-square a ∈ F×, a quadratic field extension A =

F (
√
a) is a 2-dimensionalF -vector spacewith basis {1,

√
a}. A is a 2-dimensional

F -algebra with the product defined by this table:

· 1
√
a

1 1
√
a

√
a
√
a a

Since · is commutative, every automorphism on A is an involution. There
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are only two F -linear automorphisms on A. These are id and the canonical

involution, ∗ :
√
a 7→ −

√
a.

Example 2.1.17. The complex numbers C are a 2-dimensional R-algebra, de-

fined as

C = {z = x+ iy | x, y ∈ R, i2 = −1}.

The basis elements {1, i}multiply as

· 1 i

1 1 i

i i −1

Comparing this with (2.1.16), it is clear that the complex numbers are a real

field extension, C ∼= R(
√
−1). Taking the canonical involution in C, ∗ described

in (2.1.16) is the same as taking the complex conjugate,

z = x+ iy ⇒ z∗ = x− iy.

Since it is a field extension, C is associative, commutative and unital. The

complex numbers are also a division algebra, as z1z2 = 0 iff z1 = 0 or z2 = 0.

2.2 Base field extensions

Definition 2.2.1 (Field extension). Let K be a field and F ⊆ K a subfield. We

sayK is an extension field of F and denote the pairing (K,F ) asK/F .

Definition 2.2.2 (Degree of extension). The extension field K is an F -vector

space. Then the degree of the extension is [K : F ] = dimF (K). The field exten-

sionK/F is finite if [K : F ] is finite.

Theorem 2.2.3. Let F ⊆ K ⊆ L be fields, with [L : K], [K : F ] finite. Then

[L : F ] = [L : K][K : F ]
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Proof. See [1], Theorem 4.7.

Definition 2.2.4 (Generating set). Let S ⊆ K be a subset and letK/F be a field

extension. Let Ei ⊆ K be a subfield with F ⊆ Ei, S ⊆ Ei, then

F (S) =
⋂
i

Ei

is the smallest subfield of K containing F and S, or the field "generated" by S

over F . Then, we call S a generating set of F (S) over F .

Definition 2.2.5 (Simple extension). Let a generating set of F (S) over F consist

of a single element, S = {s}. Then we call F (s)/F a simple extension, and s a

primitive element of the extension.

Example 2.2.6. C/R = R(i)/R is a simple extension, with primitive element

i =
√
−1. C has R-basis {1, i}, so [C : R] = 2.

Definition 2.2.7 (Polynomial ring). F [x] is the ring of polynomials taking co-

efficients in F .

Definition 2.2.8 (Algebraic extension). Let K/F be a field extension. Then

K/F is algebraic if every element of K is a root of some non-zero polynomial

with coefficients in F .

Definition 2.2.9 (Algebraically closed field). A field F is algebraically closed if

every non-constant polynomial in F [x] has a root in F .

Theorem 2.2.10. For every field F , there exists an algebraic extension that is

algebraically closed and unique up to isomorphism. We call this the algebraic

closure of F , denoted F̄ .
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Proof. The essence of this proof lies in Zorn’s lemma [2]. Consider the set of

algebraic extensionsK ofF . The union of a chain of algebraic extensions ofF is,

itself, an algebraic extension of F . By Zorn’s lemma, there exists somemaximal

element K = F̄ . Then F̄ must be algebraically closed, else there would exist

some irreducible polynomial in F̄ [x] with a root in a larger field (which can’t

exist as F̄ is maximal). For a detailed proof, see [3].

Corollary 2.2.11. Let F̄ be the algebraic closure of a field F . The only finite-

dimensional associative division F̄ -algebra is F̄ itself.

Proof. All finite field extensions are algebraic. We will later consider Wedder-

burn’s little theorem (4.1.3), which says that every division algebra is a field.

Then, a division F̄ -algebra is a field, and we have a finite field extension D/F̄ .

However, F̄ is maximal, so we have D ∼= F̄ . For details, see [4] pg2.



Chapter 3

Composition algebras

In this chapter we will introduce a class of not necessarily associative algebras

which are distinguished from the others by the existence of a certain well be-

haved quadratic form. An algebra that exhibits such a form is called a compo-

sition algebra, all of which have been classified by Hurwitz. We will also in-

troduce some of the tools required to understand and construct these algebras,

most notably the Cayley-Dickson construction.

3.1 The norm

Definition 3.1.1 (Quadratic form). For a finite-dimensional F -vector space A,

a quadratic form is a map n : A→ F satisfying:

n(ax) = a2n(x), ∀a ∈ F, x ∈ A

b(x, y)
def
= n(x+ y)− n(x)− n(y) is F -bilinear,

where b : A×A→ F : (x, y) 7→ n(x+y)−n(x)−n(y) is known as the associated

bilinear form.

13
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Definition 3.1.2 (Non-degenerate form). For a finite-dimensionalF -vector space

A, a quadratic form n : A→ F is non-degenerate iff

b(x, y) = 0,∀y ∈ A⇒ x = 0.

Definition 3.1.3 (Quadratic algebra). For a unital F -algebra A, let n : A → F

be a quadratic form. We say A is a quadratic algebra if, for all x ∈ A,

x2 − b(1A, x)x+ n(x)1A = 0.

Definition 3.1.4 (Alternative algebra). A not necessarily associative F -algebra

A is an alternative algebra if for all x, y ∈ A,

[x, x, y] = 0, i.e. (xx)y = x(xy),

[x, y, x] = 0, i.e. (xy)x = x(yx),

[x, y, y] = 0, i.e. (xy)y = x(yy).

Lemma 3.1.5. Any two of the above conditions implies the third.

Proof. See [5] (Lemma 1.9).

Definition 3.1.6 (Composition algebra). A finite dimensional, unital F -algebra

A is a composition algebra if there exists a multiplicative, non-degenerate

quadratic form n : A→ F such that

n(xy) = n(x)n(y) ∀x, y ∈ A.

It can be shown that this form is uniquely determined up to isomorphism.

We refer to this n as the norm of A.

Theorem 3.1.7. A quadratic alternative F -algebraA is a composition algebra iff

its norm is non-degenerate. [7] (4.6).
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Definition 3.1.8 (Canonical involution). For a composition algebra A with

quadratic form n, the canonical involution is defined as x∗ = b(1A, x)1A − x.

Theorem 3.1.9. For a composition algebra A with norm form n and canonical

involution ∗, we have n(x) = xx∗ = x∗x.

Proof. Left multiply (3.1.8) by x to give xx∗ = xb(1A, x) − x2. From (3.1.3),

n(x) = b(1A, x)x − x2. Since b(1A, x) ∈ F , it commutes with x, so xx∗ =

b(1A, x)x− x2 = n(x). Right multiply (3.1.8) to obtain x∗x = n(x).

Corollary 3.1.10. WhenA is a composition algebra, the inverse of each element

x ∈ Awith n(x) 6= 0 is given by x−1 = x∗

n(x) , and is unique.

Proof. xx−1 = xx∗

n(x) = n(x)
n(x) = 1. We can do the same for x−1x since n(x) =

x∗x = xx∗. For any algebra over a field, multiplication is distributive. Then

consider some other inverse y such that yx = xy = 1. We have xx−1 − xy =

1− 1 = 0⇒ x(x−1 − y) = 0⇒ x−1 = y.

An obvious question then arises; what about elements xwhere n(x) = 0?

Definition 3.1.11 (Isotropic form). For a quadratic form n on an F -vector space

A, a non-zero element x ∈ A is isotropic if n(x) = 0. If such an element exists

(i.e. y ∈ A× such that n(y) = 0) then the form n is isotropic. Otherwise, it is

anisotropic.

Definition 3.1.12 (Split algebra). If the norm n of a composition algebra A is

isotropic, we say that A is a split algebra.

Theorem 3.1.13. If the norm n of a composition algebra A is anisotropic, A is a

division algebra.

Proof. n is anisotropic iff n(a) = 0 ⇐⇒ a = 0. Let1 a = xy, then n(xy) =

0 ⇐⇒ xy = 0. The norm form is multiplicative, i.e. n(xy) = n(x)n(y), so
1For any a ∈ A we can always write a = xy where x, y ∈ A because A is unital, so a = 1Aa =

a1A.
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n(xy) = 0 ⇐⇒ n(x)n(y) = 0. F is a field and n : A→ F so n(x)n(y) = 0 ⇐⇒

n(x) = 0 or n(y) = 0. But, n is anisotropic so this must mean x = 0 or y = 0.

So, n(xy) = 0 ⇐⇒ xy = 0 ⇐⇒ x = 0 or y = 0.

Corollary 3.1.14. Every composition algebra A is either a split algebra or a di-

vision algebra.

Example 3.1.15. The complex numbers C described in (2.1.17) are a compo-

sition algebra. We stated that they are a division algebra, which we can now

verify. The canonical involution as ∗ : x + iy 7→ x − iy for x, y ∈ R. Then the

norm is

n(z) = zz∗

= (x+ iy)(x− iy)

= x2 − ixy + iyx− i2y2

= x2 + y2.

This never vanishes for (x, y) 6= (0, 0), so n(z) is anisotropic and C is a divi-

sion algebra.

Example 3.1.16. We can define another 2-dimensional composition algebra by

taking the R-basis {1, i}with i2 = 1, and the product given by:

· 1 i

1 1 i

i i 1



CHAPTER 3. COMPOSITION ALGEBRAS 17

We can write the norm explicitly as follows:

n(z) = zz∗

= (x+ iy)(x− iy)

= x2 − ixy + iyx− i2y2

= x2 − y2.

n(z) = 0 when x = ±y, so the norm is isotropic and we have a split algebra. To

learn a little more about this algebra, it is helpful to consider a change of basis.

Let e = (1 + i)/2, e∗ = (1− i)/2. These form a basis {e, e∗}, since we can write

z = x+ iy = (x− y)e+ (x+ y)e∗.

The elements e and e∗ are mutually orthogonal

ee∗ = (1/4)(1 + i)(1− i) = (1/4)(1 + i− i− i2) = 0,

and idempotent

ee = (1/4)(1 + i)(1 + i) = (1/4)(1 + i+ i+ i2) = (1/2)(1 + i) = e

e∗e∗ = (1/4)(1− i)(1− i) = (1/4)(1− i− i+ i2) = (1/2)(1− i) = e∗.

Letting a = x − y and b = x + y with a, b ∈ R, we can define some more

appropriate notation,

z = ae+ be∗
def
= (a, b).
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With this notation, the canonical involution swaps a and b:

(a, b)∗ = (ae+ be∗)∗

= ae∗ + be

= (b, a),

and multiplication is given for z1 = (a1, b1) and z2 = (a2, b2) by

(a1, b1)(a2, b2) = (a1e+ b1e
∗)(a2e+ b2e

∗)

= a1a2e
2 + a1b2ee

∗ + b1a2e
∗e+ b1b2(e∗)2

= a1a2e+ b1b2e
∗

= (a1a2, b1b2).

Having written multiplication explicitly for arbitrary elements, it is clear

that this algebra obeys pairwise addition and multiplication - it is ring isomor-

phic to R⊕ R.

3.2 Hurwitz’ theorem

In (3.1.15) and (3.1.16), we described two distinct 2-dimensional composition

algebras. Hurwitz [8] fully classified all composition algebras over fields of

char 6= 2.

Theorem 3.2.1. Let A be a composition algebra. Then dim(A) ∈ {1, 2, 4, 8}.

We will explore what these algebras are before giving the full theorem.

Definition 3.2.2 (Binion algebra). Let A = (a)F be a 2-dimensional F-vector

space with fixed a ∈ F× and F -basis {1F , i} such that i2 = a. Then A is an
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associative, commutative F -algebra called a binion algebra.

Both of the algebras in the previous two examples are binion R-algebras.

Theorem 3.2.3. If a ∈ F× is a square, (a)F is a split algebra. Otherwise, (a)F is

a division algebra and (a)F ∼= F (
√
a).

Proof. The norm for a general element z = (x+ iy) ∈ (a)F is given by

n(z) = zz∗

= (x+ iy)(x− iy) = x2 − xiy + xiy − i2y2

= x2 − ay2.

(a)F is a split algebra when n(z) = x2 − ay2 = 0 has nonzero solutions (x, y) ∈

F × F . There are two distinct cases:

a = α2 for some α ∈ F , then x = ±αy is a set of solutions, and (a)F is a split

algebra.

a 6= α2 for all α ∈ F , then x2 = ay2 has only (0, 0) as a solution, and (a)F is

a division algebra.

Corollary 3.2.4. IfA is a 2-dimensional composition algebra over a field F , then

A is either a quadratic field extension of F (a division algebra), or A ∼= F ⊕ F

(a split algebra).

Definition 3.2.5 (Quaternion algebra). Let A = (a, b)F be a 4-dimensional F -

vector space with fixed a, b ∈ F× and F -basis {1F , i, j, k}. Define a unital asso-

ciative algebra on Awith unit element 1F via

i2 = a, j2 = b, ij = k = −ji.

Then A is a non-commutative F -algebra called a quaternion algebra.
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To develop an intuition for quaternion algebras, we will first consider some

examples for F = R.

Example 3.2.6. [9] Hamilton’s quaternions H are defined by the relations

i2 = j2 = k2 = ijk = −1. Using the notation in (3.2.5), H = (−1,−1)R. We

can write a general element as p = q + ri + sj + tk with q, r, s, t ∈ R, and the

product is given by the following table:

· 1 i j k

1 1 i j k

i i −1 k −j

j j −k −1 i

k k j −i −1

From the table it is clear that the elements i, j, k anti-commute, meaning

ij = −ji, ik = −ki, jk = −kj. The canonical involution is given by

p∗ = q − ri− sj − tk, and the norm is

n(p) = pp∗

= (q + ri+ sj + tk)(q − ri− sj − tk)

= (q2 − qri− qsj − qtk) + (qri− (ri)2 − rsij − rtik)

+ (qsj − rsji− (sj)2 − stjk) + (qtk − rtki− stkj − (tk)2)

= (q2 + r2 + s2 + t2).

This never vanishes for non-zero a, b, c, d ∈ R, so n is anisotropic and H is a

division algebra.

Example 3.2.7. Let us now consider A = (1, 1)R. The product is given by the

following table:
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· 1 i j k

1 1 i j k

i i 1 k j

j j −k 1 −i

k k −j i −1

Again, the elements i, j, k anti-commute. The canonical involution is

p∗ = q − ri− sj − tk, and the norm is

n(p) = pp∗

= (q2 − r2 − s2 + t2).

This vanishes for (q, r, s, t) satisfying q2 + t2 = r2 + s2. There are many such

elements in R4, one example being (1, 1, 0, 0) which corresponds to p = 1− ir.

So, n is isotropic and (1, 1)R is a split algebra.

Lemma 3.2.8. For a, b ∈ F×, (a, b)F ∼= (b, a)F .

Proof. Define a map φ : (a, b)F → (b, a)F by φ(1) = 1, φ(i) = j, φ(j) = i, φ(k) =

k. φ is an isomorphism since

φ(i+ j) = j + i = φ(i) + φ(j),

φ(ij) = φ(k) = k = ji = φ(i)φ(j).

Corollary 3.2.9. For squares c, d ∈ F× and a, b ∈ F×, (ac, bd)F ∼= (a, b)F .

Example 3.2.10. In light of (3.2.8), it is instructive to consider the algebra (1,−1)R ∼=

(−1, 1)R. The product is given by the following table:
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· 1 i j k

1 1 i j k

i i 1 k j

j j −k −1 i

k k −j −i 1

We can compare this with the table in (3.2.7) and see that by swapping the

rows and columns labelled j and k, these are the same table. So, taking themap

φ(1) = 1, φ(i) = i, φ(j) = k, φ(k) = j, we have

φ(j + k) = k + j = φ(j) + φ(k),

φ(jk) = φ(i) = i = kj = φ(j)φ(k).

Thus, φ is an isomorphism and (1,−1)R ∼= (−1, 1)R ∼= (1, 1)R.

Lemma 3.2.11. The set of n by n matrices taking entries in a field F , denoted

Mn(F ), is an F -algebra with matrix multiplication as the product.

Proof. Mn(F ) is an n2-dimensional F -vector space with basis elements:



1 0 . . . 0

0 0 . . . 0

...
...

. . .
...

0 0 . . . 0


,



0 1 . . . 0

0 0 . . . 0

...
...

. . .
...

0 0 . . . 0


, etc.

F -bilinearity of matrix multiplication is a standard linear algebra result.

Corollary 3.2.12. M2(F ) is a composition algebra with n(X) = detX,∀X ∈

M2(F ).

Proof. It is a standard result from linear algebra that detXY = detX detY for
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matrices X andY. ForX ∈M2(F ) and a ∈ F , we also have:

det aX =

∣∣∣∣∣∣∣
ax00 ax01

ax10 ax11

∣∣∣∣∣∣∣ = a2(x00x11 − x10x01) = a2 detX

Nowwewill prove F -bilinearity of b(X,Y) = det (X + Y)−detX−detY. For

X ∈M2(F ), we can write

detX =

∣∣∣∣∣∣∣
x00 x01

x10 x11

∣∣∣∣∣∣∣ = x00x11 − x10x01

=

(
x00 x11 x01 x10

)


0 1
2 0 0

1
2 0 0 0

0 0 0 − 1
2

0 0 − 1
2 0





x00

x11

x01

x10


def
= xTDx.

With this notation, and the fact that (x + y)T = (xT + yT), we can write

b(X,Y) = det (X + Y)− detX− detY

= (xT + yT)D(x + y)− xTDx− yTDy

= xTDx + xTDy + yTDx + yTDy − xTDx− yTDy

= xTDy + yTDx.

= 2xTDy
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Then we have

b(αA + βB, γC) = 2(αaT + βbT)D(γc)

= 2αγaTDc + 2βγbTDc

= αγb(A,C) + βγb(B,C).

Thus, the form b associated with n(X) = detX is F -linear in the first ar-

gument. It is also symmetric, meaning b(X,Y) = b(Y,X), so we have F -

bilinearity and detX is a multiplicative quadratic form. Non-degeneracy is ob-

vious.

Corollary 3.2.13. M2(F ) is a split algebra.

Proof. Let a ∈ F× and X =

a a

a a

. Then n(X) = a2 − a2 = 0, so n is an

isotropic form. By (3.1.12), this makesM2(F ) a split algebra. Alternatively, the

X ∈ M2(F ) given above is a non-trivial zero divisor, meaning M2(F ) cannot

be a division algebra. By (3.2.12), we know it is a composition algebra, so from

(3.1.14) it must be a split algebra.

Theorem 3.2.14. (a, b)F ∼= M2(F ) if a, b ∈ F× and at least one of a, b is a square.

Proof. Consider the following basis (given in [10] (3.1.3)) for M2(K), where

K = F (
√
a) (Note: When a is a square inF , we haveF (

√
a) = F ) and a, b ∈ F×:

1 =

1 0

0 1

 , I =

√a 0

0 −
√
a

 , J =

0 b

1 0

 , K =

 0 b
√
a

−
√
a 0


We have the following relations:
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I2 =

a 0

0 a

 = a1, J2 =

b 0

0 b

 = b1,

IJ =

√a 0

0 −
√
a


0 b

1 0

 =

 0 b
√
a

−
√
a 0

 = K,

JI =

 0 −b
√
a

√
a 0

 = −K

These are exactly the relations for the quaternion algebra (a, b)F , so we have an

algebra homomorphism φ : M2(K)→ (a, b)F with

φ(1) = 1, φ(I) = i, φ(J) = j, φ(K) = k.

This is bijective if a is a square in F , in which case, we have an isomorphism

M2(F ) ∼= (a, b)F . From (3.2.8), the same is true if b is a square in F .

Theorem 3.2.15 (Frobenius [12]). Up to isomorphism, there are only two real

quaternion algebras. These are H ∼= (−1,−1)R andM2(R) ∼= (1, 1)R.

Proof. In R, the squares are exactly the positive numbers R+. With this and

(3.2.14), we have (a, b)R ∼= M2(R) when either of a, b ∈ R+. Every negative

number in R can be written as c(−1) with c ∈ R+. With this and (3.2.9), we

know (c(−1), d(−1))R ∼= (−1,−1)R = H for c, d ∈ R+.

For 2-dimensional composition algebras, we were able to classify exactly

when (a)F is a split algebra, and when it is a division algebra. We can do the

same for 4-dimensional composition algebras.
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Definition 3.2.16. For a ∈ F×, the norm subgroup is

Na = {b = x2 − ay2 | b 6= 0, x, y ∈ F}.

Lemma 3.2.17. Na is a group.

Proof. We only need to prove closure:

(x2
1 − ay2

1)(x2
2 − ay2

2) = (x2
1x

2
2 − ay2

1x
2
2 − ay2

2x
2
1 + a2y2

1y
2
2)

= (x2
1x

2
2 + a2y2

1y
2
2 + 2ax1x2y1y2)− (2ax1x2y1y2 + a(x2

1y
2
2 + x2

2y
2
1))

= (x1x2 + ay1y2)2 − a(x1y2 + x2y1)2 ∈ Na.

Theorem 3.2.18. For a, b ∈ F×, (a, b)F ∼= M2(F ) ⇐⇒ b ∈ Na.

Proof. ⇐

Let b = x2 − ay2 where a, b ∈ F×, x, y ∈ F . That is, b ∈ Na. Then (a, b)F is

given by

i2 = a, j2 = (x2 − ay2), ij = k = −ji.

Now, consider the map φ : (a, b)F → (a, b2)F :

φ(1) = 1, φ(i) = i, φ(j) = xj + yk, φ(k) = i(xj + yk)
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Then we have:

φ(i)2 = i2 = a

φ(j)2 = (xj + yk)2 = (x2j2 + y2k2 + xyjk + xykj)

= x2j2 − y2(ij)(ji) + xyjk − xyjk

= x2(x2 − ay2)− ay2(x2 − ay2)

= (x2 − ay2)2 = b2

φ(i)φ(j) = i(xj + yk) = xij + yik = −(xj)i− (yk)i = −φ(j)φ(i)

So, this is an isomorphism andwe have (a, b)F ∼= (a, b2)F , which gives (a, b)F ∼=

M2(F ) by (3.2.14).

⇒

First consider the case where a = c2 for some c ∈ F×. Then we can write every

k ∈ Na as:

k = x2 − ay2 = x2 − c2y2

= (x+ cy)(x− cy)

Then letting x′ = x− cy and y′ = x+ cy, we have Na = {x′y′ : x′, y′ ∈ F×}.

We can set y′ = 1 to give Na ∼= F× as groups. Then b ∈ F× ⇒ b ∈ Na when a

is square.

Now consider the case where a is not square, but (a, b)F ∼= M2(F ). We

knowM2(F ) is split, so (a, b)F must be split. This means that there exists some

non-zero p = q + ri+ sj + tk ∈ (a, b)F such that
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n(p) = q2 − ar2 − bs2 + abt2 = 0

⇒ (q2 − ar2) = b(s2 − at2)

⇒ b =
(q2 − ar2)

(s2 − at2)
.

We have assumed a is not square, so we can safely assume both (s2 − at2)

and (q2 − ar2) are non-zero, meaning b ∈ Na and is well-defined.

Now we will move on to composition algebras with dimF A = 8.

Definition 3.2.19 (Octonion algebra). Let A = (a, b, c)F be an 8-dimensional

F -vector space with fixed a, b, c ∈ F× and F -basis {1F , i, j, k, l, il, jl, kl} such

that

i2 = a, j2 = b, ij = k = −ji, l2 = c,

il = −li, jl = −lj, kl = −lk.

Defining 1F to be the unit element,A is a unital, non-associative, non-commutative

F -algebra called an octonion algebra.

Wewill cover octonion algebras in a little more detail in the next section, but

for now let us consider some examples for F = R.

Example 3.2.20. A = (−1,−1,−1)R is a real octonion algebra known as the

Cayley numbers. For a general element x and conjugate x∗,

x = a0 + a1i+ a2j + a3k + a4l + a5il + a6jl + a7kl,

x∗ = a0 − a1i− a2j − a3k − a4l − a5il − a6jl − a7kl,
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the norm is given by

n(x) = xx∗ = a2
0 + a2

1 + a2
2 + a2

3 + a2
4 + a2

5 + a2
6 + a2

7.

This vanishes only when x = 0 (i.e. ai = 0,∀i), so (−1,−1,−1)R is a division

algebra.

Definition 3.2.21 (Zorn’s vector-matrices [14]). Zorn’s vector-matrix algebra

A = Zorn(F ) consists of "vector-matrices"M given by

M =

a x

y b

 ,

where a, b ∈ F and x,y ∈ F 3. Multiplication is defined in terms of the dot

product · : F 3 × F 3 → F and the cross product × : F 3 × F 3 → F 3 by

MM′ =

a x

y b


a′ x′

y′ b′


def
=

 aa′ + x · y′ ax′ + b′x + y × y′

a′y + by′ − x× x′ bb′ + x′ · y

 .

We showed in (2.1.2) that × is R-bilinear. This also holds for any field F

with char(F ) 6= 2. Since scalar multiplication and · are also F -bilinear, so too

must be the product defined above.

Lemma 3.2.22. Zorn’s vector-matrix algebra is a unital algebra.

Proof.

1A =

1 0

0 1


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is the unit element since 1AM = M1A = M:

1 0

0 1


a x

y b

 =

 a+ 0 · y x + b0 + 0× y

a0 + y − 0× x b+ x · 0

 =

a x

y b


a x

y b


1 0

0 1

 =

 a+ x · 0 a0 + x + y × 0

y + b0− x× 0 b+ 0 · y

 =

a x

y b

 .

In the next proof, we will use three important identities from linear algebra

in F 3:

x · (y × z) = y · (z× x) = z · (x× y)

x× x = 0 ∀x ∈ F 3

(a× b) · (c× d) = (a · c)(b · d)− (b · d)(a · d)

The first two facts imply that if a vector appears twice in the scalar triple prod-

uct, it vanishes. The final fact is the Binet-Cauchy identity.

Theorem 3.2.23. Zorn’s vector-matrix algebra A is a composition algebra with

norm

n(M) = det

a x

y b

 def
= ab− x · y, ∀M ∈ A.
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Proof. We can show that n is a multiplicative, non-degenerate quadratic form.

detMM′ = (aa′ + x · y′)(bb′ + x′ · y)− (ax′ + b′x + y × y′) · (a′y + by′ − x× x′)

= (aba′b′ + aa′x′ · y + bb′x · y′) + (x · y′)(x′ · y)

− (aa′x′ · y + abx′ · y′ + b′bx · y′ + b′a′x · y)

− a′y · (y × y′)− by′ · (y × y′)

+ ax′ · (x× x′) + b′x · (x× x′)

+ (y × y′) · (x× x′).

= aba′b′ + (x · y′)(x′ · y)− (abx′ · y′ + b′a′x · y) + (y × y′) · (x× x′)

= (ab− x · y)(a′b′ − x′ · y′),

where we used the Binet-Cauchy identity in the final step. We will now write

the determinant as we did in the proof for (3.2.12), with a small abuse of nota-

tion:

detM =

∣∣∣∣∣∣∣
a x

y b

∣∣∣∣∣∣∣ = ab− x · y

=

(
a b x y

)


0 1
2 0 0

1
2 0 0 0

0 0 0 − 1
2

0 0 − 1
2 0





a

b

x

y


def
= aTDa.

The remainder of the proof is identical to that of (3.2.12), so this is a non-

degenerate, quadratic form and A is a composition algebra.

Corollary 3.2.24. Zorn’s vector-matrix algebra is an octonion algebra.
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Proof. Consider a real octonion algebraA = (a, b, c)F , and some element x ∈ A.

We can write this element in the following form:

x = (a0 + x) + l(b0 + y) x = a1i+ a2j + a3k, y = b1i+ b2j + b3k,

where ai, bi ∈ F . Then consider the map φ : (a, b, c)F → Zorn(F ) given by

φ(x) =

a0 + b0 x + y

−x + y a0 − b0

 .

Computing the norm in Zorn(F ) yields

detφ(x) = (a0 + b0)(a0 − b0)− (x + y) · (−x + y)

= a2
0 − b20 −


(a1 + b1)

(a2 + b2)

(a3 + b3)

 ·


(b1 − a1)

(b2 − a2)

(b3 − a3)


= a2

0 − b20 − (b1 + a1)(b1 − a1)

− (b2 + a2)(b2 − a2)− (b3 + a3)(b3 − a3)

= a2
0 − b20 − b21 + a2

1 − b22 + a2
2 − b23 + a2

3

= a2
0 + a2

1 + a2
2 + a2

3 − b20 − b21 − b22 − b33.

This is exactly the norm form for (−1,−1, 1)F , the split-octonion algebra. Since

isomorphic composition algebras have the same norm form up to isotopy, we

must have (−1,−1, 1)F ∼= Zorn(F ).

Corollary 3.2.25. Zorn(F ) is a split algebra.

Proof. From (3.2.24), x = 1F + l is an isotropic vector for n(x) = detφ(x). Thus,

n is isotropic and Zorn(F ) is split.
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We will now give the full statement of Hurwitz’ theorem:

Theorem 3.2.26 (Hurwitz [8]). Let A be a unital composition algebra over F .

Then dimF (A) ∈ {1, 2, 4, 8} and we have:

(i) When dimF (A) = 1 we have A = F

(ii) When dimF (A) = 2 we have A = (a)F ∼= F ⊕ F iff a ∈ F× is square.

Otherwise, we have (a)F ∼= F (
√
a), a division algebra.

(iii) When dimF (A) = 4 we have A = (a, b)F ∼= M2(F ) iff b ∈ Na. Other-

wise, (a, b)F is a division algebra.

(iv) When dimF (A) = 8 we have either A = (a, b, c)F ∼= Zorn(F ), or

(a, b, c)F is a division algebra.

Proof. (i) is obvious. We showed (ii) in (3.2.1) and (3.1.16). (iii) follows from

(3.2.18) and (3.1.14). We have not shown (iv), and we did not state the condi-

tions on a, b, c by which (a, b, c)F is a split algebra or a division algebra. How-

ever, we did gain a little insight from (3.2.20) and our exploration of Zorn’s al-

gebra. The full proof is beyond the scope of this paper, see [8, 15, 16, 17, 18].

3.3 Cayley-Dickson doubling

Having explored some composition algebras, we will now describe a method

of constructing them from some starting field F .

Take the 2-dimensional F -vector space F ⊕ F , and some fixed a ∈ F×.

Define an involution denoted by ∗ and a product denoted by juxtaposition for

x0, x1, y0, y1 ∈ F as follows:

(x0, y0)∗ = (x0,−y0),

(x0, y0)(x1, y1) = (x0x1 + ay1y0, y1x0 + y0x1).

This is a 2-dimensional F -algebra, denoted Cay(F, a).
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Lemma 3.3.1. Cay(F, a) is a composition algebra, specifically Cay(F, a) ∼= (a)F .

Proof. Taking ∗ to be the canonical involution, the norm is given for (x, y) ∈

Cay(F, a) by:

n(x,y) = (x, y)(x,−y)

= (x2 − ay2,−yx+ yx)

= (x2 − ay2, 0).

Writing this in terms of the F -basis {(1, 0), (0, 1)}, we have n(x, y) = x2 − ay2.

This is the norm for the binion algebra (a)F , which is unique up to isomorphism,

so we must have Cay(F, a) ∼= (a)F . Explicitly, the isomorphism is given by

φ(1, 0) = 1, φ(0, 1) = i.

Now take the 4-dimensional F -vector space (a)F ⊕ (a)F , and some fixed

b ∈ F×. Define an involution and product for x0, x1, y0, y1 ∈ (a)F as follows:

(x0, y0)∗ = (x∗0,−y0)

(x0, y0)(x1, y1) = (x0x1 + by∗1y0, y1x0 + y0x
∗
1).

This is a 4-dimensional F-algebra, denoted Cay((a)F , b). Taking ∗ to be the

canonical involution gives the norm for (x, y) ∈ Cay((a)F , b), n(x, y) = (x, y)(x, y)∗ =

(x, y)(x∗,−y).

Remark. In general, for Cay(A,α), we take ∗ inside the brackets to denote the

canonical involution for A, and outside of the brackets to denote the canonical

involution for Cay(A,α).

Lemma 3.3.2. Cay((a)F , b) ∼= (a, b)F .
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Proof. We once again take ∗ to be the canonical involution (noting the previous

remark). Then taking x = (p, q), y = (r, s) ∈ (a)F , we have

n(x, y) = (x, y)(x∗,−y)

= (xx∗ − by∗y,−yx+ yx)

= (xx∗ − by∗y, 0)

= ((p, q)(p,−q)− b(r,−s)(r, s), 0)

= (p2 − aq2 − b(r2 − as2), 0)

= (p2 − aq2 − br2 + abs2, 0).

Now, we write Cay((a)F , b) = (F ⊕ F ) ⊕ i(F ⊕ F ) as an F -vector space,

giving a basis {(1, 0), (i, 0), (0, 1), (0, i)}. Then the norm is n(x, y) = p2 − aq2 −

br2 + abs2. This is the norm for the quaternion algebra (a, b)F , which is unique

up to isomorphism, so we must have Cay((a)F , b) ∼= (a, b)F . Explicitly, the

isomorphism is given by φ(1, 0) = 1, φ(i, 0) = i, φ(0, 1) = j, φ(0, i) = k.

Now take the 8-dimensional F -vector space (a, b)F ⊕(a, b)F , and some fixed

c ∈ F×. Define an involution and product for x0, x1, y0, y1 ∈ (a, b)F as follows:

(x0, y0)∗ = (x∗0,−y0)

(x0, y0)(x1, y1) = (x0x1 + cy∗1y0, y1x0 + y0x
∗
1).

This is an 8-dimensional F-algebra, denoted Cay((a, b)F , c). Inside the brackets,
∗ now refers to the canonical involution on (a, b)F , following the general rule

laid out in the previous remark. Then outside of the brackets, ∗ refers to the

canonical involution on Cay((a, b)F , c). We can then define the norm for

(x, y) ∈ Cay((a, b)F , c) as n(x, y) = (x, y)(x, y)∗ = (x, y)(x∗,−y).

Lemma 3.3.3. Cay((a, b)F , c) ∼= (a, b, c)F .
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Proof. It can be shown that the norm of Cay((a, b)F , c) is identical to that of

(a, b, c)F , writing Cay((a, b)F , b) = ((F ⊕F )⊕ i(F ⊕F ))⊕ l(F ⊕F )⊕ i(F ⊕F ))

as an F -vector space. This follows the same process as (3.3.1) and (3.3.2), so

we will simply state the isomorphism φ : Cay((a, b)F , c)→ (a, b, c)F .

φ(1, 0) = 1, φ(i, 0) = i, φ(0, 1) = j, φ(0, i) = k,

φ(l, 0) = l, φ(li, 0) = li, φ(0, l) = lj, φ(0, li) = lk.

For both Cay((a)F , b) and Cay((a, b)F , c), we defined the involution and

product in the exact same way. We can continue this process ad infinitum,

constructing 2n-dimensional F -algebras for n ∈ N. However, we know that

composition algebras exist only for dimensions {1, 2, 4, 8}. Therefore all alge-

bras obtained through this construction that have a higher dimension, whilst

still having a quadratic form, are not composition algebras (i.e. the form is

not multiplicative). To finish this chapter, we will present the symmetries of

each composition algebra, and display how each successive application of the

Cayley-Dickson doubling loses a property of the doubled algebra.

Definition 3.3.4 (<(x) and =(x)). Let A be a composition algebra over F with

canonical involution ∗ and F -basis {e0, e1, e2, ...}, where e0 ∈ F . For x = x0e0 +

x1e1 + ...with x0, x1, ... ∈ F , we define the real and imaginary parts of x as

<(x) = 1/2(x+ x∗) = x0e0,

=(x) = 1/2(x− x∗) = x1e1 + x2e2 + ...,

respectively.

Lemma 3.3.5. Every octonion algebra is alternative.
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Proof. Let (a, b), (c, d) ∈ Cay((α, β)F , γ) ∼= (α, β, γ)F , with a, b, c, d ∈ (α, β)F .

Then

((a, b)(a, b))(c, d) = (aa+ γb∗b, ba+ ba∗)(c, d)

= ((aa+ γb∗b)c+ γd∗(ba+ ba∗), d(aa+ γb∗b) + (ba+ ba∗)c∗)

= (aac+ γb∗bc+ γd∗ba+ γd∗ba∗, daa+ γdb∗b+ bac∗ + ba∗c∗)

= (aac+ γb∗bc+ γd∗b(a+ a∗), daa+ γdb∗b+ b(a+ a∗)c∗)

= (aac+ γn(b)c+ 2γ<(a)d∗b, daa+ 2<(a)bc∗ + γn(b)d).

We used the fact that (α, β)F is an associative algebra in the penultimate equal-

ity, and the fact that 2<(a) = (a+ a∗) is scalar in the last. Continuing,

(a, b)((a, b)(c, d)) = (a, b)(ac+ γd∗b, da+ bc∗)

= (a(ac+ γd∗b) + γ(da+ bc∗)∗b, (da+ bc∗)a+ b(ac+ γd∗b)∗)

= (aac+ γad∗b+ γa∗d∗b+ γcb∗b, daa+ bc∗a+ bc∗a∗ + γbb∗d)

= (aac+ γ(a+ a∗)d∗b+ γcb∗b, daa+ bc∗(a+ a∗) + γbb∗d)

= (aac+ 2γ<(a)d∗b+ γn(b)c, daa+ 2<(a)bc∗ + γn(b)d).

So, we have ((a, b)(a, b))(c, d) = (a, b)((a, b)(c, d)). It can be shown similarly that

(a, b)((c, d)(c, d)) = ((a, b)(c, d))(c, d). Then the result follows from (3.1.5).

Definition 3.3.6. LetA = Cay((a, b, c)F , d) = (a, b, c, d)F be the 16-dimensional

F -algebra generated by applying the Cayley-Dickson doubling to the octonion

algebra (a, b, c)F . This is called a sedenion algebra.

Definition 3.3.7 (Power associativity). An algebra A is power associative if

xnxm = xn+m, ∀x ∈ A,m,n ∈ N.
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Now, take some arbitrary field F and recursively apply the Cayley-Dickson

doubling with a, b, c, d ∈ F×. This generates the following sequence of unital

algebras:

F → (a)F → (a, b)F → (a, b, c)F → (a, b, c, d)F → . . .

We know that multiplication in a field F is commutative, associative and

alternative (in fact, associativity implies alternativity). The same is true for

(a)F . However, when we double from (a)F → (a, b)F , we lose commutativity.

Then from (a, b)F → (a, b, c)F we lose associativity. Finally, from (a, b, c)F →

(a, b, c, d)F we lose alternativity. We do, however, retain power associativity for

all remaining algebras in the sequence. From (3.1.7), we know that composition

algebras are alternative, which explains the restriction to dimensions {1, 2, 4, 8}.

Remark. If F is an ordered field, we lose said ordering with F → (a)F .



Chapter 4

Central simple algebras

4.1 Definitions

Definition 4.1.1 (Central algebra). Let A be an associative F -algebra over its

centre, Z(A) = F . Then A is a central algebra.

Example 4.1.2. Consider the binion algebraA = (a)F . We know that F ⊂ Z(A)

from bilinearity of the product in A. However, we also know that (a)F is a

commutative algebra, so Z(A) = (a)F 6= F . Thus, (a)F is not a central algebra.

Theorem4.1.3 (Wedderburn’s little theorem). LetA be a finite division algebra.

Then A is a field.

We will not give the proof here as it is beyond the scope of this paper; see

[20] p.204, [22] p.22, [21] ch.3.

Example 4.1.4. Now consider the quaternion algebra A = (a, b)F . From the

Cayley-Dickson construction, it is clear that (a)F is a sub-algebra of A, so we

might consider it as a candidate for Z(A). However, this would be a mistake,

since we know ij = −ji in A. It can be shown that 1A is the only basis element

39
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that commutes with all the other elements, meaning Z(A) = spanF {1A} = F .

So, (a, b)F is a central algebra.

Definition 4.1.5 (Ideal). Let A be an algebra and I ⊂ A. We say I is a left ideal

if it is an additive subgroup of A, and it absorbs multiplication on the left (i.e.

∀a ∈ A, x ∈ I , we have xa ∈ I). Similarly, I is a right ideal if it instead absorbs

multiplication on the right (i.e. ax ∈ I). If I is both a left and right ideal, we

call it a two-sided ideal.

Remark. For any algebra A, we have two trivial ideals; {0} and A itself.

Definition 4.1.6 (Simple algebra). Let A be an F -algebra with no non-trivial

two-sided ideals. Then A is a simple algebra.

Definition 4.1.7 (Central simple algebra). Let A be an associative F -algebra

that is both central and simple. Then it is a central simple algebra or CSA.

Lemma 4.1.8. A = (a, b)F is a central simple algebra.

Proof. We have already seen from (4.1.4) that A = (a, b)F is a central algebra.

Let I ⊂ A be an ideal. For arbitrary x0, x1, x2, x3 ∈ F we have x = x0 + x1i +

x2j + x3k ∈ A and similarly defined y ∈ I . Then there must exist z ∈ I such

that:

xy = (x0 + x1i+ x2j + x3k)(y0 + y1i+ y2j + y3k)

= (x0y0 + ax1y1 + bx2y2 − abx3y3) + (x0y1 + x1y0 − bx2y3 + bx3y2)i

+ (x0y2 + x2y0 + ax1y3 − ax3y1)j + (x0y3 + x3y0 + x1y2 − x2y1)k

= z0 + z1i+ z2j + z3k = z.

For this to be true, we require y and z to have the same form when comparing

coefficients (i.e. yi = 0 ⇐⇒ zi = 0). It is clear that this can only happen when

all of zi vanishes, or none of them do. Hence, I = {0} or I = A.
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4.2 Wedderburn’s theorem

Theorem 4.2.1 (Wedderburn’s theorem). Let A be an F -algebra. Then A is

simple iff there is a division F -algebraD and some n ≥ 1 such thatA ∼= Mn(D).

D and n are uniquely determined by A up to isomorphism.

Proof. See [23] for an in-depth proof that is beyond the scope of this paper.

Corollary 4.2.2. Every division algebra is simple.

Proof. Let A be a division algebra. Then A = M1(A), so Amust be simple.

We will now take a brief detour to describe some new tools. We can then

use these tools to prove some more properties of CSA’s.

Definition 4.2.3 (Tensor product). Let A be anm-dimensional F -vector space,

and B be an n-dimensional F -vector space. Define an F -basis for each of A

and B by {a1, ...,am} and {b1, ...,bn}, respectively. Then, we define the tensor

product ⊗ : A×B → A⊗F B as

ai ⊗ bj
def
= aib

T
j

where i = 1, ...,m and j = 1, ..., n and A⊗F B = spanF (ai ⊗ bj).

Definition 4.2.4 (Pure tensor). A tensor w ∈ A⊗F B is called a pure tensor if

it can be written in the form u⊗ v for some u ∈ A, v ∈ B.
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For elements u1,u2 ∈ A, v1,v2 ∈ B and k ∈ F , the tensor product has the

following properties:

(i) (u1 ⊗ v1)T = (v1 ⊗ u1),

(ii) (u1 + u2)⊗ (v1) = u1 ⊗ v1 + u2 ⊗ v1,

(iii) u1 ⊗ (v1 + v2) = u1 ⊗ v1 + u1 ⊗ v2,

(iv) k(u1 ⊗ v1) = (ku1)⊗ (v1) = u1 ⊗ (kv1).

Example 4.2.5. Given (4.2.4), we might wonder what an "impure" tensor looks

like. Consider two pairs of linearly independent vectorsu1,u2 ∈ A and v1,v2 ∈

B. Then u1 ⊗ v1 + u2 ⊗ v2 ∈ A⊗F B cannot be written as a pure tensor.

From now on, we will drop the bold vector notation and use a and b to refer

to arbitrary elements in A and B respectively.

Lemma 4.2.6. Let A and B be unital F -algebras. Then A ⊗F B is also a unital

F -algebra, with unit 1A ⊗ 1B .

Proof. Consider the map given by (a1 ⊗ b1)(a2 ⊗ b2) = a1a2 ⊗ b1b2. This maps

pure tensors to pure tensors, but we can extend it to all tensors by enforcing

linearity:

(a1 ⊗ b1 + a2 ⊗ b2)(a3 ⊗ b3)
def
= (a1 ⊗ b1)(a3 ⊗ b3) + (a2 ⊗ b2)(a3 ⊗ b3)

= a1a3 ⊗ b1b3 + a2a3 ⊗ b2b3

Rather than showing this is F -bilinear, we have defined it to be so! We then

know that the unit element is 1A ⊗ 1B as

(a⊗ b)(1A ⊗ 1B) = a1A ⊗ b1B = (a⊗ b) = 1Aa⊗ 1Bb = (1A ⊗ 1B)(a⊗ b),
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where we used the fact that 1A commutes with all a ∈ A, and 1B commutes

with all b ∈ B.

Remark. From the treatment of 1A and 1B in the previous proof, it should be

clear that if A and B are both commutative, so is A⊗F B.

Lemma 4.2.7. dimF (A⊗F B) = dimF (A) dimF (B).

Proof. We can write an element in A as a (dimF A) × 1 matrix (i.e. a column

vector), and an element in B as a (dimF B) × 1 matrix. The transpose of an

element inB will be a 1× (dimF B) matrix (i.e. a row vector). Then from linear

algebra, we canwrite an element inA⊗F B as (dimF A)×(dimF B) matrix. The

F -vector space of (dimF A)×(dimF B) matrices, unsurprisingly, has dimension

dimF A dimF B.

Lemma 4.2.8. LetA be a finite F -algebra and letK/F be a finite field extension

(2.2.1). Then A is a CSA over F iff A⊗F K is a CSA overK.

Proof. Recall that the product in A⊕F K I is given for pure tensors by

(a1 ⊗ k1)(a2 ⊗ k2) = a1a2 ⊗ k1k2 (i.e. multiplication occurs componentwise).

Then if I is a non-trivial ideal ofA, I⊗FK must be a non-trivial ideal ofA⊗FK.

Similarly, if A ⊗F K is central (i.e. its centre is precisely the embedding of K

into A ⊗F K, k ↪→ 1F ⊗ k), then Amust be central (i.e. its centre is F , since F

is a subfield ofK). Thus, A⊗F K is a CSA overK ⇒ A is a CSA over F .

Proof of the converse is beyond the scope of this paper, but can be found in

[25] Lemma 2.2.2.

Corollary 4.2.9. If A is a finite-dimensional CSA over F , dimF A is square.
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Proof. Consider A ⊗F F̄ , where F̄ is the algebraic closure of F and [F : F̄ ] is

finite. From (4.2.8), A ⊗F F̄ is a CSA over F̄ . Then from (4.2.1), A ⊗F F̄ ∼=

Mn(D) for some n ≥ 1 and division F̄ -algebra D. We must have D = F̄ from

(2.2.11). Then

dimF̄ (A⊗F F̄ ) = dimF̄ (Mn(F̄ )) = n2.

We also know, from (2.2.3), that

dimF̄ (A⊗F F̄ ) dimF (F̄ ) = dimF (A⊗F F̄ )

and from (4.2.7),

dimF (A⊗F F̄ ) = dimF (A) dimF (F̄ ).

Putting all of this together, we have

dimF (A) =
dimF (A⊗F F̄ )

dimF (F̄ )
=

dimF̄ (A⊗F F̄ ) dimF (F̄ )

dimF (F̄ )
= dimF̄ (A⊗F F̄ ) = n2.



Chapter 5

Space time block coding

5.1 Introduction

This section will closely follow the treatment by Hendrickson in [26], as he in-

troduces the topic in an intuitive fashion. Consider the following scenario: we

have a single antenna and wish to transmit a signal to another antenna. We can

model the signal as a complex number s ∈ C. As the signal travels from the

transmitter to the receiver, it is distorted, which we can model by multiplying

s with another complex number h ∈ C. We call h the fade coefficient. At the re-

ceiver there is some noise, which we canmodel by yet another complex number,

η ∈ C. Then, the received signal r ∈ C is r = hs+ η. The aim of space time block

coding is to maximise the probability that the receiver can obtain s from r.

transmitter, s receiver, r

distortion, h noise, η

A simple channel with a single transmitter and a single receiver.
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Of course, we likely want to send more data than a single complex number

can contain, and we want it all to arrive at the same time. So, we can set up

multiple transmit antennae (say, nt of them), and transmit a signal from each.

Model the signal sent from the j-th antenna by sj ∈ C, where j ∈ {1, ..., nt}.

Each antenna is distinct, so each signal si will take a different path to the re-

ceiver. Each path will have a distinct fade coefficient, hj . Since there is still just

one receiver, we model the noise by η. Assuming every signal arrives at the

same time (as we hope it would), the received signal will be a linear combina-

tion r = h1s1 + · · ·+ hnt
snt

+ η.

s5

distortion, hj

receiver, r

noise, η

s1

s2

s3

s4

A channel with nt = 5.

Upon arrival, our transmitted signals may be difficult to understand due to

distortion and noise. If each transmitter sends a copy of its signal to multiple

reception antenna (say, nr of them), it will be easier to decode our message.

We can model the noise at the i-th receiver as ηi, where i ∈ {1, ..., nr}. Each

path from the j-th transmission antenna to the i-th reception antenna will have

its own fade coefficient, hij. Then, the i-th reception antenna will receive ri =

hi1s1+· · ·+hintsnt+ηi. We canwrite this as a singlematrix equation, r = Hs+η:
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

r1

r2

...

rnr


=



h11 h12 . . . h1nt

h21 h22 . . . h2nt

...
...

. . .
...

hnr1 hnr2 . . . hnrnt





s1

s2

...

snt


+



η1

η2

...

ηnr


.

s1

s2

s3

s4

s5

r1, η1

r2, η2

r3, η3

r4, η4

r5, η5

distortion, hij

A channel with nt = nr = 5.

By creating multiple paths to transmit our signals, we have made our chan-

nel spatially diverse. We can alsomake our channel temporally diverse by transmit-

ting simultaneously from every antenna once per set interval of time. To model

this, define a block to be the set of natural numbers τ ∈ {1, ..., T}where T is the

duration of transmissions. For each time τ in the block, the j-th transmitter will

send a signal sjτ ∈ C, and the i-th receiver will receive a signal riτ . We make

the assumption that the channel is quasi-static, meaning the fade coefficients hij

do not change over the duration T . Then we can transmit one full code matrix



CHAPTER 5. SPACE TIME BLOCK CODING 48

per time T :

R =



r11 r12 . . . r1T

r21 r22 . . . r2T

...
...

. . .
...

rnr1 rnr2 . . . rnrT


H =



h11 h12 . . . h1nt

h21 h22 . . . h2nt

...
...

. . .
...

hnr1 hnr2 . . . hnrnt



S =



s11 s12 . . . s1T

s21 s22 . . . s2T

...
...

. . .
...

snt1 snt2 . . . sntT


W =



η11 η12 . . . η1T

η21 η22 . . . η2T

...
...

. . .
...

ηnr1 ηnr2 . . . ηnrT


Concisely, R = HS + W. It is convenient for us to set T = nt, as this gives

square code matrices S ∈Mnt(C).

5.2 Terminology

We will now formally define some of concepts we used in the introduction.

Definition 5.2.1 (Signal constellation). Let S be the set of signals we can trans-

mit. We call S the signal constellation.

Remark. We introduced space time block codes with S = C, however, we can

have any S ⊂ D where D is a division ring.

Definition 5.2.2 (Codebook). For n transmit antennae and n receive antennae,

a space-time codebook is a subset C ⊂ Mn(S). An element V ∈ C is a space

time block code.

Remark. Letting nt = nr = n means that the codes received are of the same

dimension as the codes transmitted.
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Definition 5.2.3 (Symbol). An element s ∈ S in the constellation is referred to

as a symbol.

Definition 5.2.4 (Block length). The block length T is the number of successive

transmissions required to send one full block code.

Definition 5.2.5 (Linear codebook). A codebook C is linear if for any codes

V,W ∈ C, we have (V +W ), (V −W ) ∈ C (i.e. the codebook C is closed under

addition).

To determine how good a code is, there are a number of performance crite-

ria. We will define some of them here.

Definition 5.2.6 (Rank criterion [27]). The rank criterion for a codebook C ⊂

Mn(S) is given by:

rank(V −W ) = n ∀V,W ∈ C, V 6= W

If C satisfies the rank criterion, we say it is fully-diverse.

Definition 5.2.7 (Determinant criterion [27]). The determinant criterion for a

codebook C seeks to maximise the following:

δmin(C) = min
V 6=W∈C

|det (V −W )|2

Definition 5.2.8 (Rate). The rate of a code C ∈ C is the number of symbols it

transmits per time slot.

Definition 5.2.9 (Orthogonal STBC). Let Ci denote the i-th column of a code

C ∈ C. If the vectors Ci, Cj are orthogonal ∀i, j, C is an orthogonal STBC.

Example 5.2.10. The simplest example of a (complex) space time block code is
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the Alamouti code. It consists of linear codes C ∈M2(C) of the form

C =

 c1 c2

−c∗2 c∗1

 ,

where c1, c2 ∈ C and c∗1, c∗2 are their respective complex conjugates. This is an

orthogonal STBC, as

 c1

−c∗2


c2
c∗1


T

=

 c1

−c∗2

(c∗2 c1

)

= c1c
∗
2 − c1c∗2 = 0.

Further, the difference between any two matrices of the above form will have

maximal rank, so these codes are fully diverse. A single block encodes two

symbols c1, c2 which take two time-slots to transmit, so the Alamouti code has

rate R = 1. We refer to this as full-rate. It happens that the Alamouti code is

the only full-rate orthogonal STBC.

5.3 STBCs from quaternion algebras

To finish off this paper, we will construct some fully diverse STBCs from a gen-

eral quaternion algebra. First we will define some tools that will give us a con-

struction process for STBCs from any associative division algebra. Thenwewill

specifically focus on (a, b)F .

Theorem 5.3.1. Let A ⊂ Mn(D) be a division subalgebra of some matrix D-

algebraMn(D). Then any linear codebook C ⊆ A contains fully diverse codes.

Proof. Since A is a division algebra, every element is invertible. It is a standard

linear algebra result that invertible square matrices have maximal rank. Then
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we have rank(V −W ) is maximal for any V,W in C ⊆ A, yielding fully diverse

codes.

Definition 5.3.2 (Left regular representation). LetA be an F -algebra. For fixed

k ∈ A, define the left regular representation as

λk : A→ A : x 7→ kx, ∀x ∈ A.

Then for each k ∈ A, λk ∈ EndF (A) is an F -linear map.

Lemma 5.3.3. Let A be an associative division F -algebra and let λk be the left

regular representation for each k ∈ A. Then Λ : A → EndF (A) : k 7→ λk is a

ring homomorphism.

Proof. Let k1, k2 ∈ A be arbitrary elements in A, and let c1, c2 ∈ F . Then

(Λ(k2) ◦ Λ(k1))(x) = λk2(λk1(x)) = λk2(k1x)

= k2(k1x) = k2k1x

= λk2k1(x) = Λ(k2k1)(x)

and

(Λ(c1k1 + c2k2))(x) = (λ(c1k1+c2k2))(x)

= (c1k1 + c2k2)x = c1k1x+ c2k2x

= c1λk1(x) + c2λk2(x)

= (c1Λ(k1) + c2Λ(k2))(x).

Trivially we have Λ(1A)(x) = λ(1A)(x), so Λ is a ring homomorphism.

Remark. If we consider Λ as a map A→ image(Λ) instead of A→ EndF (A), we

have a bijective homomorphism since A is a division algebra (meaning every
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k ∈ A has an inverse, which implies the same for λk ∈ image(Λ)). Thenwe have

an isomorphism A ∼= image(Λ).

Corollary 5.3.4. For an associative divisionF -algebraA, there exists a codebook

C ⊆Mn(F ) for some n such that A ∼= C ⊆Mn(F ).

Proof. λk is an F -linear map, so we can represent it as a matrix in Mn(F ) for

some n. For this, we can define somemap L : EndF (A)→Mn(F ). It is obvious

that this map is a ring homomorphism. Now consider the following composi-

tion:

A
Λ−→ EndF (A)

L−→Mn(F ).

Then with appropriate restrictions on the range of Λ and domain of L, we have

an isomorphism A
Λ∼= image(Λ)

L∼= C, where we have let C = image(L).

We now have the tools we need to provide a codebook constructed from

a general quaternion algebra, (a, b)F . We take some element x ∈ (a, b)F and

define the left regular representation λx : y 7→ xy. We can write these elements
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explicitly as x = x0 + xii+ xjj + xkk and y = y0 + yii+ yjj + ykk. Then

λx(y) = xy

= (x0 + xii+ xjj + xkk)(y0 + yii+ yjj + ykk)

= (x0y0 + x0yii+ x0yjj + x0ykk)

+ (xiy0i+ xiyii
2 + xiyjij + xiykik)

+ (xjy0j + xjyiji+ xjyjj
2 + xjykjk)

+ (xky0k + xkyiki+ xkyjkj + xkykk
2)

= (x0y0 + axiyi + bxjyj − abxkyk)

+ (x0yi + xiy0 + bxkyj − bxjyk)i

+ (x0yj + xjy0 + axiyk − bxkyi)j

+ (x0yk + xky0 + xiyj − xjyi)k

=



1

i

j

k



T

x0 axi bxj −abxk

xi x0 bxk −bxj

xj −bxk x0 axi

xk −xj xi x0





y0

yi

yj

yk


.

We have obtained a matrix equation featuring a matrix inM4(F ). Now we can

define the maps Λ : A→ EndF (A) and L : EndF (A)→M4(F ) by

Λ(x)
def
= λx, L(λx)

def
=



x0 axi bxj −abxk

xi x0 bxk −bxj

xj −bxk x0 axi

xk −xj xi x0


.
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We can then define our codebook C ⊂M4(F ) as the subalgebra of matrices

that take the form of L(λx). These codes will be fully diverse as (a, b)F is a

division algebra, giving the matrices in C full rank.

Remark. It was important that we made restrictions to the range of Λ and do-

main of L before declaring an isomorphism. Two isomorphic F -algebras must

have the same dimension as F -vector spaces. We know that dimF ((a, b)F ) = 4,

but dimF (M4(F )) = 16, meaning (a, b)F � M4(F ). Instead we have (a, b)F ∼=

C ⊂M4(F ), where we restricted Λ : A→ image(Λ) and L : image(Λ)→ C.

The process we followed here will work for any associative division algebra,

and there exist modified constructions [28] for non-associative division alge-

bras. We could also find suitable matrix algebras from central simple algebras,

using Wedderburn’s theorem (4.2.1).



Chapter 6

Further reading

In an effort to keep this textmostly self-contained, and in the interests of brevity,

we missed out on a lot of extremely interesting content. We began by defining

algebras in general, and immediately moved on to defining convenient proper-

ties thatmade computations on said algebras simpler. In doing so, we restricted

ourselves to a tiny subset of what is a gargantuan field. Here are some sug-

gestions for accessible texts that will build upon, or take an entirely different

direction from the content in this paper.

Lie algebras

The very first example we gave (2.1.2) is an example of a Lie algebra. A group

that is also a smooth manifold is called a Lie group. The tangent space of a

Lie group G at its identity is a Lie algebra g. The product in g is called the Lie

bracket. It is alternative, anti-commutative and satisfies the Jacobi identity.

55
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Physically, a Lie algebra represents infinitesimal symmetries, and so they

have applications in particle physics and quantum mechanics. Recommended

texts include the archived Fall 2004 MIT lecture series [29] and Kirillov’s Intro-

duction to Lie Groups and Lie Algebras [30].

Clifford algebras

Let V be an F -vector space and Q : V → F a quadratic form. Take the tensor

algebra [31] T (V ) and the two-sided ideal IQ ⊂ T (V ) generated by v⊗v−Q(v)1

for v ∈ V . Then the Clifford algebra Cl(V,Q) is the quotient T (V )/IQ. Over the

reals R, any quadratic form can be classified by its signature (p, q). Then the

corresponding Clifford algebra is Clp,q(R). Similarly for complex numbers C,

every non-degenerate quadratic form on an n dimensional C-vector space is

equivalent to the sum of the squares of the n components. The corresponding

Clifford algebra is Cln(C). Each of Clp,q(R) and Cln(C) is isomorphic to A or

A ⊕ A where A is a matrix ring taking entries in R,C, or H. Baez’s notes on

Clifford algebras are a good read [32].

Brauer groups

Wedderburn’s theorem (4.2.1) allows us to write any central simple algebra

as a matrix algebra, A ∼= Mn(D). We can define the Brauer equivalence as

Mm(D) ∼ Mn(D′) for any integers m,n and division algebras D,D′ over F .

Then the Brauer group Br(F ) is the set of Brauer equivalence classes of central

simple algebras over F . More specifically, Br(F ) is an abelian group of Morita

equivalence classes ([35],[36]) of central simple algebras over F . Addition is

given by the tensor product. Brauer groups can also be defined in terms of

Galois cohomology [33], a meaty topic for brave mathematicians.
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STBCs from cyclic algebras

In this paper we covered STBCs briefly, showing a generic construction from

division algebras. There are more effective ways to construct codes with more

desirable properties, most of which are beyond the scope of this paper. One

suchmethod is via the use of cyclic algebras. A cyclic algebra is a central simple

algebra over a field F containing a strictly maximal subfield E such that E/F

is a cyclic field extension. Recommended texts include [28] and [34].
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